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ABSTRACT
The amount of data that home users generate, store, and
peruse has grown significantly in the past few years. In-
creasingly, organizing this huge amount of data—in order
to make it easy to browse, query and access—is becoming
challenging. Many recent proposals have emphasized the
importance of data management in home networks and pro-
posed mechanisms for managing replicas across devices to
increase availability. Essentially, they capture the relation-
ship “is copy of” between files across devices. However, files
can be semantically related. Users are often interested in
finding data that has such semantic relationships; tracking
these relationships helps users to effectively search based
on content or human-understandable context, organize data
and manage the limited storage while ensuring availability of
information. However, inferring semantic relationships just
based on user-defined tags and file names can be challeng-
ing, since users may not follow any standard or unique nam-
ing conventions. We argue that such semantic relationships
should be derived on the basis of content itself, and propose
to leverage recent developments in multimedia processing
literature, with minimal user involvement. The decentral-
ized, heterogeneous and dynamic operational environment
of home networks present interesting systems and network
challenges. In this paper, we have highlighted several candi-
date designs and system- optimizations that can help build
an effective semantic-aware data management for home net-
works. As ongoing work, we are working on a prototype im-
plementation of a decentralized data management system.

Categories and Subject Descriptors
C.2 [Computer Communication Networks]: Miscella-
neous; H.4 [Information Systems Applications]: Mis-
cellaneous

General Terms
Management, Design
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1. INTRODUCTION
The amount of data home users generate, store, and pe-

ruse has grown significantly in the past few years. Home
users are storing huge volumes of multimedia content – pho-
tos, music, and videos – in a growing number of devices in-
cluding desktops, laptops, mobile phones,“media centers”[6],
and cameras. Industry estimates suggest, by this year, users
in a typical networked home will be required to deal with
terabytes of data, in hundreds and thousands of files, stored
and used across ten or more devices [2]. Increasingly, orga-
nizing this flood of data—to make it easy to browse, query,
and access—is becoming challenging. Furthermore, home
networks present unique challenges in that home users pos-
sess neither the technical expertise nor the management re-
sources to instrument data management solutions typical of
enterprise networks [22].

Many recent proposals (e.g., Perspective [23] and Cimbio-
sis [19]), have emphasized the importance of data manage-
ment in home networks and proposed mechanisms for man-
aging replicas across devices to increase availability. These
approaches capture the relationship“is copy of”between files
across devices. However, files can also be semantically re-
lated. For example, two videos can have the same content
but different resolutions or encoding rates. As another ex-
ample, a user may have multiple images of the same event
or person. Users are often interested in finding content that
has such semantic relationships; thus directly supporting the
ability to track such relationships helps meet user require-
ments more directly. Tracking these relationships could also
help carefully manage the limited storage across the devices
while ensuring high availability of information.

Inferring semantic relationships can be challenging. Home
users acquire media content from many sources (e.g., friends,
other family members, Internet) with diverse presentation
formats. There will likely be semantic relationships across
such media files that are unknown to users. These relation-
ships cannot be discovered with user-defined tags and file
names, since users may not follow a standard or unique nam-
ing scheme. For example, a user would not know whether
a downloaded song on her mobile phone already exists on
her laptop in a better format, if the file names differ. If
such relationships are known, she can delete the song to free
up space in the mobile phone and need not transfer it to
the laptop. The user could also obtain the better format of
the song from her laptop, instead of downloading the song
again from the wide area network. Similarly, if tags associ-
ated with photos are not standardized, it becomes difficult
to determine whether a photo in Bob’s mobile phone and a



photo in Alice’s mobile phone were taken during the same
event.

Based on these observations, we argue each file should
be associated with certain semantic features that are gener-
ated based on the content itself. That is, rather than rely on
unreliable techniques like file names and tags, the features
capture an intrinsic perceptual property of the data. For
example, these semantic features could be used to generate
content fingerprints for identifying songs and videos; rec-
ognizing objects, people, places, and events in images; etc.
Fortunately, recent developments in the multimedia process-
ing literature [13, 15] enable us to automatically infer such
semantic relationships with minimal user effort and involve-
ment.

While the building blocks for inferring semantic relation-
ships are in place, realizing a practical semantic-aware data
management system for home networks presents interesting
networking and system-level challenges:

• Decentralized operation: User surveys indicate that
home users users are not willing to invest time or money
in building and managing a dedicated data manage-
ment server [22]. Thus, we cannot assume that there
is a centralized file-server.

• Heterogeneous devices: Home devices possess dif-
ferent hardware resource constraints and software ca-
pabilities. For example, mobile phones are energy and
processing constrained. Tasks like feature generation
and responding to search queries should take into ac-
count device resource constraints.

• Dynamic environment: Files may not always be
synchronized from mobile/handheld devices to more
stable laptops/desktops. Thus, it is necessary to al-
low user queries to be satisfied directly by all types of
devices.

• Intermittent connectivity: Home devices may not
be connected at all times and connectivity quality may
vary. Search and delivery mechanisms should take into
account connectivity and network properties.

In the rest of this paper we discuss these issues in greater
detail and present various strawman ideas for addressing
these challenges.

2. BENEFITS OF SEMANTIC-AWARE DATA
MANAGEMENT

In this section, we discuss how semantic relationships can
simplify and aid content management in home networks.

• Rich search: Semantic relationships help users to
effectively search based on content or other human-
understandable context—e.g., finding images that are
similar to a specific vacation picture or finding pictures
of a specific person. The specific capabilities depend
on the types of semantic features supported.

• Data organization: Semantic relationships can help
users discover related files spread across devices in the
household. The user can then group and label data
appropriately—e.g., moving content corresponding to
a vacation into a single folder on a desktop or creating
a single “view” for all related files across devices [23].

Figure 1: Decentralized home network architecture

with each device running a lightweight data man-

agement agent. The solid lines represent a query

request from Bob’s phone.

• Flexible storage management: If some files in a de-
vice have already been copied to another device, users
can simply delete the duplicate copies. Knowledge
of semantic relationships adds another dimension to
this flexibility. If some of the files have alternate ver-
sions available elsewhere, a user may still go ahead and
delete the file. In the same vein, users may choose to
gracefully degrade old content by encoding them into
lower resolution versions to save space. Knowledge of
whether two files represent the same logical event can
also be useful, as the user may be interested in keeping
just a few files corresponding to that event.

• Resource-aware data delivery: Semantic relation-
ships can also aid in delivering data to specific de-
vices in a resource-aware fashion. For example, users
streaming a video from a desktop to their mobile phone
or handheld consoles can switch to lower-resolution
versions of the video – if available from other devices
– when running low on battery.

In the next section, we describe our specific design and
the semantic features we hope to leverage.

3. OUR DESIGN PROPOSAL
We envision a decentralized architecture with each home

device running a lightweight data management agent (Fig-
ure 1). Each device is connected to either a central network
access point or another device, with flux in the connectivity
and availability of devices. Our high-level goal is to min-
imize user effort and involvement. We abstract away low-
level system issues and optimizations from the user as much
as possible. The agent provides a human-understandable
interface to allow users to express their data management
requirements and policies. The agent is also responsible for
three aspects of data management (Figure 2):

1. Relevant semantic feature extraction

2. Efficient search and query capabilities

3. Effective storage management

We discuss each of these components next.



Figure 2: Agent components and their interac-

tion. The dashed lines represent communication

with agents on other devices.

3.1 Extracting Semantic Features

Types of features.
There are different aspects of multimedia content upon

which users might want to search/query. The specific fea-
tures would depend on the types of functionality users desire.
We discuss a few features that might be useful for many com-
mon applications. We use these as representative examples
to demonstrate the feasibility of extracting semantic infor-
mation relevant to different contexts and to highlight the
systems challenges that may arise in practice.

1. Perceptual fingerprints of the content that are in-
variant across different presentation formats. For im-
ages, these include gradient based techniques [16, 14],
and color histograms. For audio content, these tech-
niques are based on signal processing algorithms that
mimic human hearing (e.g., [3, 5]). For video content,
typical techniques extend the image fingerprints and
additionally capture temporal variations [12, 21].

Most of these approaches, especially in the context of
video files, have been proposed for detecting copyright
violations. These applications require fingerprinting
of all or most of a video file. In contrast, our require-
ments are less stringent as we are only interested in
identifying files that are likely to be related to each
other by way of having similar content. This less strin-
gent set of constraints allows us, for example, to ap-
ply the aforementioned algorithms to short snippets of
videos, or to sampled frames in a video. Of course, we
can employ full-video fingerprinting for greater accu-
racy, but at a higher cost. Another consequence of our
less stringent requirements is that we can employ more
coarse-grained fingerprinting algorithms that are fast
but not accurate. Traditionally, such algorithms (e.g.,
color histograms) have been shunned because they are
susceptible to attacks in an adversarial setting. In our
context, since most data is generated and controlled
by a collection of home users, the coarse-grained algo-
rithms can serve as practical alternatives.

2. Contextual information that qualify key properties
of the content. For example, identifying activities, ob-
jects, people, or places in images; timestamps; and
artists/genres for audio and video content [4].

Computation overhead.
Ideally, we want to use the feature generation algorithm

which will give the best accuracy. However, such algorithms
tend to be expensive, especially for resource-constrained plat-
forms. For example, computing the color histogram for im-
ages takes 300ms while more expensive gradient features
like SIFT [14] take close to 32 seconds on a Nokia N810
phone [27]. To address this challenge, we use a combination
of three solutions:

• Device-specific customization: The key idea is to use
different features depending on the specific capabili-
ties of the devices. Since our goal is not to find exact
matches, we can trade-off some loss in accuracy and
use more coarse-grained features. For example, we can
annotate different algorithms using historical profiles
of their resource requirements and quality to select the
highest fidelity algorithm the device can currently han-
dle [7].

• Multi-stage computation: We can extend the device-
specific approach to allow a triggered feature genera-
tion process. That is, we use lightweight feature gen-
eration algorithms by default and generate expensive
features only on-demand.

• Offloading: For mobile devices, feature generation can
be offloaded to nearby laptops or desktops. Here, we
can additionally leverage information regarding file repli-
cas to assign offloading responsibilities that minimize
communication overhead [23].

Bootstrapping and handling legacy devices.
Some legacy devices may not have the computational re-

sources or may be incompatible in supporting functions for
generating semantic features. In this case, we envision some
stable and compatible device (e.g., a laptop or desktop) that
acts as a proxy for these legacy devices. Further, the ini-
tial overhead of bootstrapping the system and generating
the features for all existing content might be high. In this
case, we can leverage some history of user access patterns to
reduce the initial overhead. We can initially generate fea-
tures/indexes only for commonly accessed content and grow
the index as new content gets generated and accessed.

3.2 Efficient Search Mechanisms

Indexing Mechanisms.
Retrieving semantically related data inherently requires

efficient similarity indexing and search mechanisms. For ex-
ample, many of the feature generation algorithms described
in the previous section use distance metrics like Hamming
distance and Euclidean distance to find data that is seman-
tically related. These distance metrics can also be combined
with clustering mechanisms for better presentation and effi-
cient retrieval [27]. We can leverage existing techniques such
as locality sensitive hashing [11] to build efficient indexing
and lookup mechanisms.

Cross-device search.
A natural question is how do we extend the above indexing

and lookup mechanisms to search for data distributed across



different devices? Cross-device search should take into ac-
count the query workload and connectivity constraints of the
devices. Strawman solutions—having every device broad-
cast queries to all devices or setting up pre-computed query
routing paths—are simply not feasible in a heterogeneous
home network environment.

We address these challenges using the following techniques:

• Offloading proxies: Instead of having a mobile device
be in charge of querying and aggregating results across
the network, we can choose a nearby less-constrained
device (e.g., a laptop) to serve as a proxy. This proxy
can query all neighbors, collect responses, and send
only a filtered result stream to the user on the mobile
device.

• Replica-aware redirection and pruning: The knowledge
of replicas across devices can help reduce the search
space. For example, if the pictures on a camera have
been copied to a laptop, then the queries can be redi-
rected to the laptop. If only some of the files have been
copied, the search space on the camera can be reduced.

• Leveraging user behavior: We also use knowledge of
user access patterns to prune the search space. As a
simple example, if we know that users tend to search
for recently added content, we can use this information
to reduce the query overhead. Similarly, we can lever-
age cross-user similarity in search patterns to cache
query results on well-provisioned devices.

• Replicating indexes: Search queries need not always be
processed by the device where the content resides. In-
dexes for data on resource constrained or connectivity-
restricted devices can be periodically replicated across
less constrained devices. This can reduce the query
processing load on mobile devices and also reduce query
response time. Additionally, replicating the indexes
can help locate related data on devices that may not
always be connected.

3.3 Storage Management
Storage management is an important concern and it has

two important facets: (1) managing limited storage space on
devices efficiently, and, at the same time, (2) ensuring high
data availability—by maintaining replicas of content—even
when the devices are not always connected. Approaches for
automatic storage management that meet these two require-
ments have been recently proposed in the context of home
environments [18], but they are all forced to deal with exact
copies of files.

In contrast, semantic features provide greater flexibility in
storage management. In particular, users can express richer
policies, such as, ensuring at least K copies of files, out of
which M can be of lower resolutions, where the resolution
is no lower than a certain threshold. This would help to
manage space efficiently, since lower resolution files occupy
less space. Users can also express other high level policies
such as keeping at least K files related to some event. Such
policies make the storage management task much simpler
for users by automating it, and not requiring users to go
through all files manually and finding which ones should be
deleted for space efficiency. Finally, instead of deleting old
files to conserve space, the file can simply be replaced by

a lower resolution version and the index updated appropri-
ately, thereby increasing the life-span of data.

4. RELATED WORK
We have discussed media fingerprinting techniques already

in Section 3. Here we discuss other related work focusing on
data management in home networks and coping with re-
source constrained devices.

Data discovery and synchronization.
Existing services like Bonjour [1] allow users to discover

shared files across multiple personal computers. Media man-
agement software such as iTunes, iPhoto, etc., allow users
to automatically synchronize data across portable devices.
While they do provide a certain level of automation, these
still require a significant amount of user effort. Further,
these applications operate at the data-level and do not pro-
vide the rich semantic-aware capabilities that we envision.

Data replication.
Several research efforts have considered the problem of

managing data across replicas. Many such approaches use
version vectors to keep track of the most recent version for
keeping replicas in sync [17, 20]. Recent systems such as
PRACTI [8] and Cimbiosys [19] additionally provide partial
replication capabilities to better utilize the available storage
capabilities.

Perspective [23] provides users the capability to express
their items of interest as “views” to simplify replica man-
agement. A view is similar to a search query for a group
of files which share some attributes and a device they are
stored on. Podbase [18] provides a framework for automati-
cally ensuring that multiple copies are stored across devices.
There are recent proposals that extend these schemes to take
into account device capabilities and multiple representation
formats [25, 26].

Again, these systems primarily operate at the data-level.
Our approach can leverage many of the specific frameworks
and algorithms these propose for maintaining data consis-
tency, replication level etc. A key difference is that semantic-
awareness brings additional flexibility to replica manage-
ment (e.g., replica quality, related content).

Context-aware search.
The work that comes most close to ours in spirit is iS-

cope [27] which provides a platform for users to search im-
ages in personal mobile devices. They use resource-aware
search algorithms, similar to our proposal in Section 3. The
key difference are: (1) we target an environment of heteroge-
neous devices in a home environment; (2) our framework can
leverage devices with high compute power; and (3) we are
interested in a broader notion of tracking semantic relation-
ships that can be used for a wide spectrum of applications,
beyond just searching for data.

Optimizations for mobile devices.
There are several previous and ongoing efforts for effec-

tively utilizing the capabilities of mobile phones, focusing in
particular on mechanisms for offloading compute-intensive
tasks [7, 9, 10, 24]. These share common themes with our
proposals for offloading indexing and query resolution func-
tions.



5. DISCUSSION
In this section, we discuss other outstanding issues and

potential extensions.

Access control.
Our description so far has assumed that any user within a

household can issue a search for any piece of data. In prac-
tice, users are likely to place controls on who can access spe-
cific data (e.g., access controls for kids, visitors etc.). Along
with semantic features, each file (or group of files) must also
have an associated set of permissions which control whether
a user’s search for the file will receive a response. Further-
more, permissions associated with a file should be automat-
ically and exactly transferred to all replicas and versions,
since users apply controls based on the “information” con-
tained in a file.

We note that our use of perceptual and contextual features
provides an interesting mechanism for assigning permissions
based on content. For example, using either perceptual fin-
gerprints or contextual information a user may be able to
associate a uniform set of policies for content that is consid-
ered objectionable for kids.

From a home to a community.
Our approaches for semantic relationships can also be used

to manage information shared by a community of homes.
Coupled with the appropriate access controls, semantic re-
lationships can help users discover content in which they are
all interested, e.g., photos of a community event, or even al-
ternate versions of movies downloaded by a neighbor’s set-
top-box or media center. Of course a key challenge here is
in facilitating queries across homes that may not be in radio
range of each other. One way to do this is to leverage wired
Internet connections of devices in the respective homes, or
to use an external proxy to facilitate inter-home communi-
cation.

6. CONCLUSIONS
The goal of this paper is to look beyond traditional ap-

proaches for data management in home networks. In partic-
ular, we believe users’ intent and requirements can be better
captured by tracking semantic relationships between data.
We propose leveraging recent developments in the multime-
dia processing literature for automatically inferring semantic
features of multimedia content.

However, the decentralized, unmanaged, heterogeneous,
and dynamic operational environment that characterize home
users and devices present interesting systems and network-
ing challenges. We have highlighted several candidate de-
signs and system-optimizations that can help build an ef-
fective semantic-aware data management system for home
networks. As ongoing work, we are creating a prototype im-
plementation of a decentralized data management system.
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